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on Good Al Governance: 14 Priority Actions, a
S.M.A.R'T. Model of Governance, and a Regulatory
Toolbox™), in 2020 Al4People has identified seven
strategic sectors (Automotive, Banking & Finance,
Energy, Healthcare, Insurance, Legal Service
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analyze how can trustworthy Al be implemented in
these sectors: the Al4People’s 7 Al Global Frameworks

are the result of this effort.
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AITHP

IN BRIEF

Al4People is a multi-stakeholder forum, bringing
together all actors interested in shaping the social
impact of new applications of Al, including the
European Commission, the European Parliament,

civil society organisations, industry and the media.

Launched in February 2018 with a three year
roadmap, the goal of Al4People is to create a
common public space for laying out the founding
principles, policies and practices on which to build
a “good Al society”. For this to succeed we need to
agree on how best to nurture human dignity, foster
human flourishing and take care of a better world.
It is not just a matter of legal acceptability, it is

really a matter of ethical preferability.
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ABSTRACT

This paper presents the work of the Al4People-Automotive Committee established to
advise more concretely on specific ethical issues that arise from autonomous vehicles
(AVs). Practical recommendations for the automotive sector are provided across the
topic areas: human agency and oversight, technical robustness and safety, privacy and
data governance, transparency, diversity, non-discrimination and fairness, societal and
environmental wellbeing as well as accountability. By doing so, this paper distinguishes
between policy recommendations that aim to assist policymakers in setting acceptable
standards and industry recommendations that formulate guidelines for companies across
their value chain. In the future, the automotive sector may rely on these recommendations
to determine relevant next steps and to ensure that AVs comply with ethical principles.

Keywords: Autonomous driving, Self-driving cars, Autonomous vehicle ethics, Governance,

Regulation, Ethics of Al, Al4People, Transparency, Override, Fundamental Rights

AIM & SCOPE OF THIS PAPER

In the past decade, many policy documents have discussed ethical issues and potential
future directions related to new emerging technologies such as artificial intelligence (Al)
or autonomous systems. This paper presents the work of the Al4People-Automotive
Committee' established to advise more concretely on specific ethical issues that arise from
autonomous vehicles (AVs). The committee consisted of industry experts and researchers
from the fields of ethics, law, philosophy, engineering, technology and policy. The aim of
this paper is to provide the automotive sector, including both companies and public entities
such as regulators, with concrete and practical guidelines to comply with ethical principles
within the Al systems of AVs. Therefore, this paper could serve as a checklist for policymakers
and companies as well as a basis for developing a certification of ethics, an ‘ecosystem of
trust’ (European Commission, 2020b) and ultimately a ‘Good Al Society’ (Floridi et al,
2018) in the automotive sector. These guidelines are intended to provide a clearer vision
and moral compass on how to proceed and what to consider when developing AVs, rather
than additional barriers to innovation. The automotive sector is defined here in the broadest
terms possible to encompass a wide range of companies involved in the development of
vehicles, including private cars, trucks, busses and shuttles. Sea, air and military-type
applications have been excluded due to their functional and ethical specificity. This paper
will focus on the ethics of the Al-based tools that are used in automotive technology, rather
than on the ethics of vehicles in general.

1 All co-authors of this paper constitute the Al4People-Automotive Committee.
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This paper distinguishes between high-level guidelines for policymakers (‘policy

recommendations’) and concrete actionable recommendations for companies (‘industry
recommendations’). However, the line between the two cannot always be drawn clearly
which also highlights the importance of co-regulation (i.e. the interaction of legal
regulation and self-regulation by companies) (Pagallo et al, 2019). The policy
recommendations are designed to focus attention on pressing policy issues and assist in
setting acceptable standards. Thus, the policy recommendations ultimately influence the
industry recommendations. Responsible targets for the execution of the policy
recommendations are: policymakers, legislators, ethics standards boards and commissions
such as the United Nations Economic Commission for Europe (UNECE). The industry
recommendations formulate guidelines for companies across their entire value chain
(especially during research & development, production & operations and service).
Therefore, original equipment manufacturer (OEM) / car manufacturers are the primary
responsible targets for those recommendations.
Before turning to the principles and guidelines, we note three points of consensus among
the authors: (1) a responsible balancing of risks or estimated harm should be permitted
at any time for AVs; (2) a large-scale introduction of full-mode AVs (level 4 and higher)
onto streets is unlikely in the short run, so we must consider a more incremental, step-
by-step approach; and (3) policymakers face significant challenges now, and so there are
significant pressures to quickly develop a clear regulatory framework.

THE GUIDELINES

Fundamental rights underlying the guidelines

Particular fundamental rights are the basis for the proposed seven requirements that
were originally derived by the High-level Expert Group on Artificial Intelligence (2019)
(ie. human agency and oversight; technical robustness and safety; privacy and data
governance; transparency; diversity, non-discrimination and fairness; societal and
environmental wellbeing; accountability) and recommendations in this paper. In addition
to general human dignity, key fundamental rights (United Nations, 1948) that
policymakers and companies in the automotive sector should recognize are: Right to self-
determination and liberty which draws attention to human agency in self-driving cars (i.e.
importance of override options) (see Guideline 1). Right to life and security which entails
ensuring technical robustness and safety of operating self-driving vehicles; on a broader
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level, this includes securing societal and environmental wellbeing (see Guideline 2 and
6). Right to protection of personal data drawing attention to data ownership, data
governance and privacy of personal data that is generated during the operation of self-
driving cars (see Guideline 3). Right to equality and non-discrimination requiring the
avoidance of unfair bias in operating vehicles as well as the accessibility of benefits for
every individual in society (see Guideline 5). Right to explanation which, in the field of
autonomous driving, demands transparency and communication of the underlying
functionality, which can be achieved through accountability measures such as audits
and logging mechanisms (see Guideline 3 and 7). Certainly, incompatibilities and
trade-offs between fundamental rights can emerge; for example, life and security can be
in tension with the right to self-determination. On the one hand, AVs are expected to
improve traffic flow and decrease fatalities that are due to human error. On the other
hand, automated driving systems reduce the driver’s autonomy, perhaps to the point of
being a mere passenger. In this regard, the Ethics Commission on Automated and
Connected Driving (BMVI, 2017) formulated the following guideline: “In a free
society, the way in which technology is statutorily fleshed out is such that a balance is
struck between maximum personal freedom of choice in a general regime of development
and the freedom of others and their safety” (Liitge, 2017, p. 550). In conflict situations,
policymakers and legislators should decide which fundamental rights are to be
prioritized.

Policy recommendations:
» Relevant fundamental rights to be considered in the field of autonomous driving
are: human dignity, right to self-determination and liberty, right to life and

security, right to protection of personal data, right to equality and non-
discrimination as well as the right to explanation.
« It must be realized that there will be no technologies or policies that maximize

all fundamental rights for everybody simultaneously. There will always be trade-
offs. Therefore, policymakers and legislators should decide which fundamental
rights are to be prioritized in particular situations.

« In doing so, policymakers and legislators should cooperate with multiple
stakeholders to obtain necessary information for executing an evaluation and
subsequent agreement on compromises and prioritization.
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—— 1. Human agency and oversight - including monitoring, training,
human-machine interfaces and external control of vehicle data

A few guidelines have already been developed that highlight the importance of
maintaining personal autonomy in AVs, including possible requirements for a ‘stop’ or
‘override’ button (European Commission, 2020b; Liitge, 2017). At the same time,
autonomy requires informed and deliberate control, and so overrides (and other
measures) should not necessarily be universal. In particular, admissibility of human
override should be conditional on two aspects:

(1) The level of automation of the AV?

« for levels up to and including 3, there should be an override function that can
be executed at any time.

« for level 4, there should be an override function that can be executed only when
not impacting or undermining the safety mechanisms of the AV (e.g., one helpful
factor to satisfy this requirement might be to implement overrides with a time
lag). The rationale for this is that, if individuals were allowed to intervene
immediately at any point, the inherent logic and longer-term plan completion of
the technically functional AV is disrupted which may lead to increased risks for
all parties involved.

 for level 5, it is not necessary to include an override function, as it would take
away many of the original advantages such as inclusive accessibility (e.g., by
excluding elderly, disabled individuals, youth or individuals who do not hold a
driving license), safety (e.g, humans taking control may be out of practice),
trust (e.g., giving drivers the impression that the system could fail), and comfort
(e.g, limiting opportunities for new and more comfortable mobility options and
designs)*

(2) The state and behavior of the driver
» when the driver’s abilities are impaired (e.g., due to alcohol consumption), the
availability of an override function should be limited and preceded by a request
for confirmation

Nevertheless, recent examples of AVs involved in crashes draw attention to the failing
assumption of responsibility by individuals. The underlying problems relate to
overconfidence in, or overreliance on, the Al system as companies do not adequately
warn drivers and/or drivers violate the guidelines provided by the companies.

2 The levels refer to the taxonomy developed by the SAE International (2018) for six levels of driving automation, ranging
from no driving automation (level 0) to full driving automation (level 5).

3 The override function does not need to be similar to the way we are driving today such as taking over using a steering wheel
or a paddle. On the contrary, the control can be a function provided through some interfaces that do not take away the original
advantages of AVs such as inclusive accessibility.

v
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Tesla Highway Accident: In 2018, a Tesla’s Model X car crashed into a curb,
collided with two other vehicles and caught fire while in Autopilot mode. The Tesla
driver died from blunt-force trauma injuries. The U.S. National Transportation
Safety Board (2020) determined that the probable cause of the crash was related to
system limitations of the Tesla Autopilot, as well as the driver’s overreliance on the
system and lack of response (due to distraction likely from a cell phone game
application). Tesla’s position was that it tries to ensure and monitor driver engagement
in order to prevent driver overreliance, and that its policies advise Tesla owners that
in an SAE-defined Level 2 partial driving automation system (which it considers its
vehicles to be), it is the driver’s responsibility to be prepared to intervene at all times.
Nevertheless, drivers continue to be overly reliant on Autopilot and appear to believe
that when in Autopilot, the vehicle is fully autonomous. This raises questions about
the effectiveness of Tesla’s disclosures of the capabilities of the vehicle when in
Autopilot. This case highlights that appropriate agency requirements must go beyond
giving the driver the option to use a stop-button and include providing the driver
with sufficient information and training to know when to press that button.

Therefore, companies must clearly distinguish and make apparent whether a driverless
system is being used or whether a driver remains accountable for driving (Liitge,
2017).In order to realize effective human agency and clarity over personal responsibility,
our approach concerning AVs is threefold:

1. Companies should put in place technical safeguards to help Monitoring, training
drivers remain fully aware and ready to take over the driving and an exterrfal
when the AV expects them to. AVs should monitor drivers Human-machine

. . . interaction is needed
and help drivers remain awake and attentive. For example, ) ,
to 1mprove one's

ability to act with
intention.

current driving monitoring systems using camera-based facial
recognition technology determine the driver’s level of vigilance
and trigger alerts to the driver when signs of distraction are
detected (Research & Markets, 2019). Other monitoring
systems are related to the amount of torque in the steering wheel. For example,
Tesla (2020) locks the activation of the autopilot mode if the driver seems
inattentive (e.g,, insufficient torque is applied or warnings are repeatedly ignored).
The upcoming regulation on automated lane keeping systems will obligate car
manufacturers to introduce driver availability recognition systems and clarify the
criteria that assess whether a driver is deemed to be unavailable (e.g, eye closure)
(UN ECE, 2020b). UNECE also considers that “ [a} utomated/autonomous vehicles
should include driver engagement monitoring in cases where drivers could be

v
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involved (e.g., take-over requests)“ (UNECE, 2019, p. 3). It is important that
handovers be aligned with the level of automation: As the level of automation
increases, drivers engage more in other activities such as watching a video, which
decreases human capability to take over control (Merat et al, 2014). Thus,
handovers should conform to human capabilities by, for example, obviating “the
need for an abrupt handover of control to the driver (emergency)” (Liitge, 2017,
p. 556). There is currently no agreement on what constitutes a comfortable
transition time, and so we do not propose a universal prescription on this point.
In the meantime, companies should provide documentation that justifies their
particular handover window. A possible starting point for determining a reasonable
transition time might be that AVs, as they drive, could learn about the capabilities
of drivers from aggregated traffic data and adjust the vehicle’s parameters
accordingly (respecting a safe minimum time response).

Companies should train drivers on the capabilities and limitations of AVs
(European Commission, 2020b), so that individuals can make informed decisions
and do not over rely on the vehicle’s capabilities (see also UNECE, 2019). This
training should be tailored to different demographic groups, given recent studies
that show demographic differences in interactions with AVs (Manser et al,, 2019).
Training programs should cover topics such as the “[system’s] functional intent,
operational parameters, system capabilities and limitations, engagement/
disengagement methods, HMI, emergency fallback scenarios, operational design
domain parameters (i.e., limitations), and mechanisms that could alter [the
system’s] behavior while in service” (NHTSA, 2017, p. 15). Drivers should also be
trained on the purpose of using an AVs, the degree of automation, and conditions
for potential system failures (Manser et al, 2019).

The importance of human autonomy applies not only to drivers but also to humans
outside the vehicle such as pedestrians. Therefore, companies should ensure that
these latter individuals can also exercise their autonomy. For example, AVs should
have mechanisms to show pedestrians that they have been recognized and reveal
the AV’s motion intentions, perhaps with LED strips to convey perception
information (e.g,, displaying cool colors for far away obstacles and warm colors for
near obstacles in the environment) (Florentine et al, 2016). These external
human-machine interfaces facilitate human agency for pedestrians, as they
enable them to feel less anxious about the technology and have more information
to move freely and safely. However, further research is required to determine the
most useful interfaces (Rouchitsas & Alm, 2019).

Additionally, external oversight mechanisms need to be put in place to control for
adequate human agency. Therefore, although internal overriding functions may not
always or immediately be available for (drivers in) AVs, general oversight should be
possible at all times. Live and total oversight is both impracticable and unwarranted

v
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(Lﬁtge, 201 7). However, under certain circumstances, such as following a fatal accident,
and depending on the legal and regulatory framework in place in the country where
the accident occurred, it may be appropriate to designate an organization in each
jurisdiction that is permitted to retrospectively look at the code and data within the AV
to determine the cause of the accident (for more information see Guideline 7).

Industry recommendations:

s There should be a conditional override option allowing the control to be handed
back to the driver. The admissibility of an override function depends on the level
of automation of the AV (up to level 3: at any time; level 4: corresponding to
safety mechanisms of an AV; level 5: not required) as well as on the state and
behavior of the driver (e.g, impaired ability).

+ AVs should continuously assess and monitor the driver’s attentiveness and ability
to intervene. Before operation, the AV could pose control questions to the driver
(e.g, did you ingest any drugs or alcohol?); during operation, the AV could use
sensors and biometric technology to do so. The upcoming UN Regulation on
Automated Lane Keeping Systems can serve as a baseline for car manufacturers
to develop appropriate driver attentiveness recognition systems.

» Handover should correspond to the driver’s capabilities. Therefore, AVs could
learn about drivers’ capabilities and response times during operation from
aggregated data and adjust the vehicle’s parameters accordingly (respecting a
safe minimum time response).

» Companies should provide documentation that justifies their particular handover
window.

s Training programs should be tailored to different demographic groups and
exhibit minimum elements that should be regarded in a training curriculum
(e.g., limitations and capabilities of AVs) based on findings of recent studies.

« AVs should offer a ‘training mode’, for the first kilometers to train drivers on the
AV’s functioning.

» External human-machine interfaces should clearly communicate about the
vehicle’s motion intention and awareness of other traffic participants to humans
outside the vehicle.

Policy recommendations:

» Policymakers should finalize what constitutes acceptable and legitimate override

functions and define applicable situations for activation.

» Policymakers should determine standards for drivers’ monitoring, training
requirements, handover routines and external human-machine interfaces. These
standards should be as global as possible.

v
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» Policymakers in each jurisdiction should consider designating an organization in
each jurisdiction that is allowed to look at the code and data within the AV in
the event of a fatal accident involving an AV or a corresponding legal proceeding.

—— 2. Technical robustness and safety — including resilience to attack and
security, fall back plan and general safety, accuracy and reliability

A prime requirement of AVs should be safety, both in ordinary operations and if subject
to adversarial attack (Liitge, 2017).

There are many differing forms of potential threats to AVs, and so governmental
entities such as the ENISA (2019) or UNECE (2020a) have created holistic summaries
and categorizations of relevant dangers and vulnerabilities. Firstly, there are threats
that do not solely apply to AVs but also to conventional vehicles such as technical
malfunctions and outages including sensor and other failures (ENISA, 2019). Secondly,
there are threats that are particularly important for AVs and can be subsumed under
the term ‘cybersecurity’. Potential cybersecurity threats include the following:

» hijacking such as unauthorized information disclosure or extraction of copyrighted
or proprietary software from vehicle systems (product piracy) (UNECE, 2020a)

« abuse such as attacks on back-end servers that stops the vehicle’s functioning
(e.g, disruptions of communication and external connectivity) or threats
regarding the vehicle’s update procedures (e.g., preventing the rollout of critical
software updates) (UNECE, 2020a)

» passive behavioral attacks such as individuals intentionally interfering with AVs.
For example, human drivers might tend to drive more aggressively around AVs
or jaywalking may increase because it is known that AVs respect the safety
distance.

There are several categorizations of threats that relate to the data stored in
vehicles on an associated server and to the information exchanged during communication
between the vehicle and the server. These threats can impact the safe operation of the
vehicle, alter the software operation, and generate data breaches, though many of these
threats are not specific to AVs but also can be found in current vehicles.

It is essential to develop mechanisms to test an AV’s  While oversight is
cybersecurity management system before operation. The EU  more about retrospect,
Cybersecurity Act aims to establish a general certification safety is more about

framework for ICT digital products, services, and processes that Prospect.

v
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allows the “creation of tailored and risk-based EU certification schemes® (ECCG,
2020). Similarly, the UN is preparing a regulation on uniform provisions concerning
the approval of vehicles with regard to cybersecurity and of their cybersecurity
management systems. For example, the draft regulation (as of March 2020) proposes
an international approval mark or the verification of a manufacturer’s compliance by
an approval authority (UNECE, 2020a). In the future, such clear regulations and
standardized tests will be necessary so that all companies are informed about, and
comply with, the universal requirements for cybersecurity management systems.
Governments should “promote mutual recognition systems and certification schemes
that are built upon international standards [...] to facilitate international harmonization
on privacy and security” (Joaquin Acosta, 2019, p. 215). SAE J3061, a comprehensive
cybersecurity implementation guideline for the automotive industry, can serve as a
starting point (SAE International, 2016).

Eurocybcar - Cybersecurity test for cars: Vehicles can be considered computers
on wheels. They contain systems such as ABS, airbags, Bluetooth, eCall and remote
control keys which make the vehicle susceptible to cyberattacks. Therefore,
Eurocybcar developed the first European testing program for verifying the level of
cybersecurity of (autonomous) vehicles. The test is twofold: first, it assesses the level
of protection against cyberattacks that a vehicle has; second, it evaluates how a
cyberattack would affect the integrity of the car’s system and the physical security
and privacy of its passengers. As soon as a car passes the Eurocybcar test, it receives
the ‘Cybersecure Car’ seal, with a rating of one to five (Eurocybcar, 2019).

Additional to threats, measures need to be developed that assess the general
functionality of an AV. The Ethics Commission on Automated and Connected Driving
suggests that “[tJhe public sector is responsible for guaranteeing the safety of the
automated and connected systems introduced and licensed in the public street
environment. Driving systems thus need official licensing and monitoring” (Liitge,
2017, p. 550). For example, a kind of TUYV, i.e. a technical inspection agency, for AVs
could be developed. Relevant factors to be assessed here are accuracy, reliability and
fallback options of AVs. In terms of accuracy and reliability, it could be tested to
what extent the AV’s underlying “Al meets, or exceeds, the performance of a competent
& careful human driver”, refrains from engaging in “careless, dangerous or reckless
driving behavior” as well as to what extent it “remains aware, willing and able to avoid
collisions at all times” (ADA, 2020). SAE International published a more detailed and
elaborate list of driving safety performance assessment metrics such as minimum safe
distance factors or proper responses (Wishart et al., 2020). Furthermore, safeguards
against technical failures and outages need to be established. The IEEE P7009
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standard for fail-safe design of autonomous and semi-autonomous systems could serve
as a baseline for developers. The standard provides clear procedures for measuring,
testing, and certifying a system’s ability to fail safely as well as instructions for
improvement in the case of unsatisfactory performance (IEEE, 2019).

In terms of general safety and fallback plans, “[i|n emergency situations, the
vehicle must autonomously, i.e., without human assistance, enter into a ‘safe condition”
(Liitge, 2017, p. 556). This condition has been specified by proposing the terms
‘minimal risk condition” and ‘minimum risk maneuver’. The Minimal risk condition
is “[a] condition to which a user or an ADS may bring a vehicle after performing the
DDT [dynamic driving task] fallback in order to reduce the risk of a crash when a
given trip cannot or should not be completed” (SAE International, 2018, p. 11). The
“Minimum risk maneuver means a procedure aimed at minimizing risks in traffic,
which is automatically performed by the system” (Leonhardt, 2018, p. 12). Causes for
the execution of such a maneuver could be detection that the driver is inactive and not
reacting to transition demands, or reaching system failure / boundaries when the driver
is not responding to transition demands. In such situations, potential maneuvers could
entail “further lane keeping for a certain time, enlarging gap to other road users, |[...]
slowing down to standstill” (BMVI, 2015, p. 4). What constitutes an appropriate
maneuver depends on (1) the operation condition of the vehicle (e.g., technical failures
that hinder the AV to perform a fallback), (2) the prevailing environmental conditions
(e.g, density of traffic) and (3) regulatory boundary conditions (Leonhardt, 2018).
Although SAE J3016 (Leonhardt, 2018) makes significant progress regarding the
nature of a safe or minimal risk condition, the definition of such conditions as well as
the particular circumstances in which such conditions should be activated (e.g., incidents
that leave the driver incapacitated such as a stroke) need to be further determined and
harmonized.

Overall, experimenting with new AVs and testing their technical robustness and
safety should follow a stepwise approach: For example, “the levels of testing that should
be conducted before testing on open roads, including, for example, the use of
simulation, hardware-in-the-loop testing” should be identified and standardized
(European Commission, 2020a, p. 29). Recognizing the challenges of physical test
strategies for AVs (length of time they take to complete, high number of hours of drive
time required), ESTECO has developed a white-box / scenario-based verification
system to investigate the performance of ADAS/AD functions across different sensors,
algorithms, actuation and scenarios (ESTECO, 2020). Systems like these can act as
helpful antecedents to actual testing on open roads.



18

Industry recommendations:
« The prime requirement of AVs should be safety.

« In addition to threats that relate to conventional vehicles, manufacturers of AVs
should particularly focus on cybersecurity threats. In doing so, companies need
to comply with regulations for cybersecurity management systems. SAE J3061

could serve as a guideline to design cybersecurity into AVs throughout the entire
development life cycle process.
+ In terms of general functionality and safety, vehicles need to pass an official test

that assures the system’s accuracy, reliability and adequacy of its fallback options.
The SAE Driving Safety Performance Assessment Metrics and the IEEE P7009
standard could serve as a baseline to design fail-safe mechanisms of autonomous

and semi-autonomous systems.

Policy recommendations:
» Regulations need to be developed that reflect consensus on the method by which
to grant approval to a vehicle’s cybersecurity management system.
» Policymakers need to work with industry experts to develop a standardized test

for the general functionality and safety of AVs to assure the system’s accuracy,
reliability and adequacy of its fallback options. This test could serve as a basis
for the approval of AVs for sale to consumers.

» Policymakers need to collaborate with industry experts to determine and
harmonize the definition of a ‘safe condition’ / ‘minimal risk condition’ the
corresponding ‘minimum risk maneuvers’, and the circumstances in which such
maneuvers should be executed. In doing so, SAE J3016 could serve as a baseline.

— 3. Privacy and data governance - including respect for privacy,
transparency and communication, and access to data

Conventional vehicles collect data through event data recorders (that record technical
information about a vehicle’s operation involved in crashes) and on-board diagnostic
information (to access information about driver behavior, emission measures or
diagnose performance issues). With new technological options, connected vehicles and
AVs will make transportation safer and more convenient. However, many features
depend on the collection and processing of ever more data in order to function
effectively (Future of Privacy Forum, 2017).
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Therefore, it is essential to specify the type and scope of data that AVs are permitted
to collect. Three types of data can be distinguished that warrant special attention:

» geolocation data (e.g., for activating route navigation), which could reveal the
passenger’s location and life habits of individuals (EDPB, 2020)

* biometric data (e.g., for user recognition or tracking of driver’s attention), which
could be used to enable unauthorized access to a vehicle and enable access to a
driver’s profile settings and preferences (EDPB, 2020). The collection of this
type of data applies not only to drivers but also to individuals outside the vehicle
such as pedestrians.

s driver behavior data, which could reveal unlawful behavior, including traffic
violations such as speeding (EDPB, 2020)

Some of this data will be collected automatically, and some will require consent
from the vehicle owner or driver in order to activate and use certain functions. Careful
consideration needs to be given to the collection of data from inside the vehicle that
relates to things other than the operation of the vehicle. Additionally, individual’s rights
should be considered at group level (e.g, drivers versus pedestrians) (European
Commission, 2020a). For example, data (especially, biometric data) of external parties
such as individuals walking on the street should warrant special protection. Although
the European Commission (2020a) has additionally problematized data collection
when AVs pass through particular locations such as private and non-public settings,
we suggest that collecting data in private spaces should not in general be restricted in
order to guarantee an AV’s functionality. The focus should instead be on the mode of
data collection and sharing.

Overall, services that collect and share data should comply with all applicable
laws, and be accompanied by a strict privacy and data governance policy that
includes, but is not limited to, the following (Future of Privacy Forum, 2017):

1. Transparency and communication: Manufacturers need to provide clear and
concise privacy policies to the vehicle owners that describe data collection and use.
These policies must be readily understood by vehicle owners. These policies could,
for example, be displayed in the purchase agreement, user manual or in the interface
of an app. This is also in line with the General Data Protection Regulation (GDPR)
stating that controllers must, before personal data is obtained, provide the data
subjects with information necessary to ensure transparent processing about the
existence of automated decision-making.

2. Affirmative and explicit consent: The driver’s educated and affirmative consent
is required before certain sensitive data is collected or used. This requirement is
particularly critical for marketing uses, or if the data will be shared with unaffiliated
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third parties. This is in line with the guideline of the Ethics Commission on
Automated and Connected Driving about the permissibility to use data that is
generated by AVs for other business models, which states that lastly “[i]t is the
vehicle keepers and vehicle users who decide whether their vehicle data that are
generated are to be forwarded and used” (Liitge, 2017, p. 555). Additionally, even
in the absence of laws requiring it, users should always have the right to opt-out
or request that particular data not be collected, unless those data are critical for the
AV safe system’s operation.

Limited and useful sharing with third parties: There The anonymization

should only be limited circumstances where manufacturers issue is a pivotal
point to be

highlighted, because it
distinguishes privacy
from surveillance.

are allowed to share a vehicle’s data with external parties.
Under appropriate conditions and with the appropriate
safeguards, data that guarantees safe operation of the vehicle
and other traffic participants as well as data that provides
benefits to overall society and is of public interest should be shared. For example,
AVs could provide information to the local department of transportation about a
pothole on the road, so that infrastructure inspections and maintenance resources
can be better allocated (in consideration of a fair and unbiased distribution of
resources) and traffic information can be shared to improve traffic flow and
promote safety. Accordingly, the European Commission has issued a regulation
requiring public or private road operators and service providers to share and
exchange relevant road safety-related traffic data such as the observation of a
temporary slippery road or exceptional weather conditions (European Commission,
2013). Personally identifiable information must always be given the highest levels
of protection. If data must be shared with third parties due to the above mentioned
reasons, they should be anonymized and deidentified before being transmitted
(EDPB, 2020). For example, the EU Data Task Force partnered with TomTom to
improve road safety by sharing anonymized vehicle and infrastructure data between
countries and manufacturers. For example, this will allow the detection of dangerous
road conditions such as slippery roads and issue warnings to other traffic
participants. “The EU Data Task Force (DTF) will use a decentralised data
collaboration architecture to share vehicle-generated data [...]. The datasets will
then be taken by TomTom, processed further, and delivered back to other vehicles
and road authorities via its live Traffic services” (Europawire, 2019). In line with
Article 3(c) of Directive 2010/40/EU, data and procedures for the provision of
road safety-related traffic information should be free of charge to users (European
Commission, 2013). However, past studies showed individuals can sometimes be
identified using anonymized data (Techcrunch, 2006; Archie et al,, 2018), and so
companies must ensure that the shared data does not permit re-identification (e.g.,
by minimizing collected data or using differential privacy techniques).
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4. Compliance with pertinent data protection standards and regulations: All
data collection and processing obviously must respect relevant regulations (EDPB,
2020), such as the GDPR that applies to the processing of personal individual data,
as well as the ePrivacy directive for information access on the terminal equipment
of a user (EDPB, 2020; European Commission, 2020b). The IEEE P7002 standard
specifies how to manage privacy issues for systems that collect personal data, e.g,,
by providing a guideline for a privacy impact assessment (IEEE, 2019).

Industry recommendations:
» Manufacturers should follow a strict privacy and data governance policy that

includes transparency and communication to users, requesting affirmative
consent and allowing limited sharing of data with third parties (including

governments). In doing so, companies should comply with applicable standards
and regulations such as the GDPR, the ePrivacy directive or the IEEE P7002.
» Before transmitting personal information from an AV to third parties, steps must

be taken to ensure that it cannot be traced back to an individual.
» Manufacturers should implement data protocols defining who can have access to
data under which conditions.

Policy recommendations:
» Before receiving AV data, policymakers need to make clear what types of AV data

they are seeking and how that data will enable them to improve public safety or
some other legitimate public purpose (e.g., improve infrastructure, traffic flow
and law compliance).

» At the EU level, building on Article 3(c) of Directive 2010/40/EU, consideration
should be given to expanding the list of events and relevant traffic information
that should be communicated free of charge.

—— 4. Transparency - as a key mechanism to realize all other requirements

In the automotive sector, we contend that transparency is not a

) ) ! ) Transparency is
freestanding desideratum, but rather a key mechanism to realize the

more like a mean
other principles or requirements. Transparency plays a major role for  ¢o an end - it is a

achieving the principle of privacy and data governance, requiring that key mechanism to
manufacturers provide vehicle owners with information regarding data  realize the other six
collection practices and intended uses (for more information see requirements.
Guideline 3). Similarly, to satisfy the principle of accountability, the

implementation of explicit transparency measures such as logging mechanisms or black
boxes are essential (for more information see Guideline 7). The IEEE P7001 (“Transparency

of Autonomous Systems”) standard can serve as a baseline to address these issues.
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— 5. Diversity, non-discrimination and fairness - including the avoidance
of unfair bias, responsible balancing and accessibility

Generally and regarding the operations of AVs, no distinction between individuals
should be allowed and fair treatment of all humans should be enacted. This is clearly
stated in the Universal Declaration of Human Rights: “[e|veryone is entitled to all the
rights [] without distinction of any kind, such as race, colour, sex, language, religion,
political or other opinion, national or social origin, property, birth or other status”
(United Nations, 1948, p. 2; Kriebitz & Liitge, 2020). In the field of Al (e.g., AVs), this
obligation becomes ever more important as implicit biases and discrimination may
unintentionally, and without transparency, be incorporated into algorithms. Studies
show that systems can have differential performance for people of different ethnic
groups, which consequently can result in them being harmed. For example, a study
from the Georgia Institute of Technology illustrates how state-of-the-art Al object
detection systems are less likely to detect pedestrians with darker skin color than those
with lighter skin (Wilson, Hoffman & Morgenstern, 2019). Another study from the US
National Institute for Transportation and Communities investigated the driving
behavior through crosswalks that “revealed that black pedestrians were passed by twice
as many cars and experienced wait times that were 32% longer than white pedestrians”.
If such driving data is fed into a machine-learning algorithm, the system may discover
this discriminatory pattern and adapt it into its functioning (Forbes, 2020).

In order to ensure non-discriminatory programming and functioning, the systems
need to be trained and tested for unfair bias. Companies should test their algorithms
for bias and discrimination and demonstrate that certain fairness standards are met
(Vox, 2019). Laws could be enacted, for example, that mandate that facial recognition
software used by public entities and companies must be independently tested for bias
(Secretary of State Washington, 2020). The IEEE P7003 standard for algorithmic bias
considerations sets out instructions for eliminating bias when developing algorithms: it
provides developers of algorithms for autonomous systems with protocols and includes
criteria for selecting validation data sets (IEEE, 2019). The training should be
different depending on the location where the system operates: when a technology
is launched into the market, companies could localize it using location specific data.
Companies could ensure that their development teams are sufficiently diverse to
guard against intentional and implicit bias being incorporated into their algorithms and
technologies (Vox, 2019).
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The Moral Machine Experiment: The Moral Machine Experiment by Awad et al.
(2018) is an online experimental platform designed to explore the moral dilemmas
faced by AVs. The presented scenarios are often variations of the trolley problem
asking the participant as an outside observer to choose between undesirable option
such as killing two passengers or five pedestrians. The data indicates some global
tendencies: people support minimizing loss of life and protecting children, favoring
the fit and wealthy, and sacrificing people who are old, overweight, or homeless. The
results also showed broad differences in relative preferences when comparing
participants in different countries (e.g., the preference for sparing younger people
rather than older ones is much higher for countries in the Southern cluster compared
to the Eastern cluster). The implication is that “developing global, socially acceptable
principles for machine learning” (Awad et al, 2018, p. 59) should be approached
with great caution (Kochupillai, Liitge & Poszler, forthcoming). The findings from
the study indicates that it is more effective to draw attention to the prohibition of
discriminatory decision-making.

Past literature has extensively debated dilemma situations (e.g., unforeseen and
unavoidable accidents) with reference to the famous trolley cases. The ideal is to avoid
such situations in which accidents are unavoidable in the first place; for example, the
lateral position of AVs on a lane can be adjusted to tune the risk posed to all other
traffic participants (e.g, how much room should be given to a bicyclist?). Therefore,
we argue to move away from the debate around dilemma situations. Instead, a
responsible balancing of risk or estimated harm should be permitted for AVs at
all times. This balancing decision should not be based on personal features of individuals
such as age or gender (Lin, 2016; Liitge, 2017). Instead, as the severity of injury
increases in proportion to the kinetic energy, estimated harm could be quantified and
balanced by more objective factors such as the type or speed of particular traffic
participants and the impact angle under which a collision would occur (Geifllinger et
al, 2020). Taking into account the type of road users would grant vulnerable traffic
participants (e.g., pedestrians or cyclists) the same level of protection as other road
users (European Commission, 2020a). Overall, the consideration of these factors could
help achieve a “[g]eneral programming to reduce the number of personal injuries”
(Lutge, 2017, p. 552).

Besides the unbiased vehicle’s internal functioning, AVs should be human-centric
(European Commission, 2020a). In particular, AVs should be equally usable for and
accessible to all individuals, which requires a non-discriminatory design. For
example, age or the presence of a disability is not always considered by automotive
companies, leading to potential issues of discrimination. Therefore, levels of differing
abilities need to be acknowledged (e.g., a young individual may have quicker reflexes
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for executing requests than elderly people) and the systems need to be adapted
accordingly for different users, so that everyone can benefit from this new technology
(for more information see also Guideline 1).

Industry recommendations:
« Companies should test their vehicle’s Al systems for unfair performance

differences across skin tone, gender, age and other characteristics. The IEEE
P7003 standard can serve as a baseline to address and eliminate issues of bias in
the creation of algorithms.

» When a technology is launched into the market, companies should localize it
using data and train the model using multiple diverse data sets that are location
specific.

» The Al developing team should be as inclusive as possible to include the broadest
group possible in terms of demographics such as ethnicity.

+ A responsible balancing of risks and potential harm to reduce the number of

personal injuries should be permitted for AVs without discriminating against
personal characteristics. Instead, factors underlying the balancing could include
the type or speed of particular traffic participants and the impact angle under
which a collision would occur.

» The personalization of AVs should be accessible by design and as inclusive as
possible (e.g, disabilities included). Before an AV is released onto the streets,
companies should demonstrate their plans and actions that ensure customizing-

options to their vehicles (e.g., possibility to take away seats or include a ramp for
entering the vehicle with a wheelchair).

Policy recommendations:
 Consideration should be given to having ethics standards boards test and assess
that the systems for AVs are working properly, fairly and in an unbiased manner.
» Consideration should be given to requiring carmakers to explain the procedures
they have put in place to make their designs accessible and avoid biases before
granting them authorization to sell their vehicles to the public.

—— 6. Societal and environmental wellbeing - including sustainability
and environmental friendliness and social impact

In terms of societal and environmental wellbeing, the Sustainable Development
Goals adopted by all United Nations Member States can serve as a reference point.
Goal 3 (to “[e]nsure healthy lives and promote well-being for all at all ages”) and goal
11 (aiming to “[m]ake cities and human settlements inclusive, safe, resilient and
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sustainable®) are particularly relevant to this topic (United Nations, 2015, p. 14).
Companies and policymakers in the automotive sector should focus on meeting the
following objectives:

1. Increased public health and mobility: AVs can improve society’s health by
avoiding fatalities that are due to human error (Bartneck et al, 2019). This is in
line with Vision Zero, which states that eventually no one will and shall be killed
or seriously injured within the road transport system (Ministry of Transport and
Communications, 1997). The introduction of AVs could offer greater mobility
solutions for a major part of society that is mobility-impaired, whether the elderly,
young (without a driving license) or those who were otherwise unable to drive
(BCG, 2017; WEF, 2018). This could positively affect mental health (e.g., due to
feeling less dependent on others) and create a more inclusive society (Lim &
Taeihagh, 2018). These benefits, however, can only be realized if safety and
diversity standards are adhered to (for more information see Guideline 2 and 5).

2. Better traffic flow: AVs could reduce congestion and delays (e.g, during peak
hours) and improve traffic flows and efficiency, especially when combined with
shared mobility options. For example, using a traffic simulation model for Boston,
it was found that the simulations that had included AV technology yielded less
congestion, shorter travel times and more street space and (BCG, 2017; WEF,
2018). These benefits stem mostly from AVs’ connectivity to external communication
networks so that data can be managed and distributed in real time enabling methods
such as platooning (Lim & Taeihagh, 2018). However, if not managed properly, it
could also increase traffic flow and generate inefficiencies of uncoordinated traffic
(Joaquin Acosta, 2018a). Proactive measures such as adopting a fitting physical
and digital infrastructure, could improve the existing traffic situation by at least
15-20% (Inframix, 2020).

3. Decreased carbon emissions: Widespread adoption of AVs could reduce
environmental degradation through reduced emissions and energy consumption
(BCG, 2017). This is especially true if unnecessary acceleration and braking is
reduced (Lim & Taeihagh, 2018). A concrete action point for companies would be
to design Al systems that reduce vehicles’ CO2 emissions. For example, companies
could offer by default an eco-driving mode with a speed average that minimizes
emissions and avoids unnecessary acceleration or braking. Many of the benefits
relating to the reduction of carbon emission can be achieved by combining AVs
with other disruptive technologies such as the electrification of vehicles (BCG,
2020). In addition, promoting AV shared mobility could “lessen the environmental
impact of passenger vehicles by decreasing the number of vehicles on the road”
(Joaquin Acosta, 2018a, p. 3). A concrete action point for policymakers would be
to facilitate research and development for solutions to combine AVs with other
disruptive technologies (e.g, electrification, shared mobility).
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While these potential benefits are substantial, there is also significant uncertainty about
the net impact of introducing AVs. Many measures of benefits focus on improvements
per vehicle-mile traveled (VMT). However, the increased mobility and convenience
benefits will potentially lead to significant increases in VMTs, potentially leading to
increased total pollution, congestion, and so forth, despite the per-VMT gains (Geary
& Danks, 2019). Thus, as technology continually develops, companies and policymakers
in the automotive sector should follow a stepwise implementation process to ensure
that introduction of AVs provides net benefits. Moreover, this implementation
process must be combined with a simultaneous adaption of infrastructure (physical
and digital). “Needed structural improvements include dedicated lanes to separate AVs
from other traffic, and sensors to enable self-driving cars to communicate with their
environment” (BCG, 2020). Otherwise, if AVs enter traffic in an uncoordinated way
and without a fitting infrastructure, traffic flow and other benefits may be degraded.
Several projects of the EU Horizon 2020 program have been focusing on this challenge
(e.g., CoEXist or Inframix) (European Commission, 2019).

Inframix: The Inframix project aims at developing a road infrastructure for mixed
vehicle traffic flows. Therefore, physical and digital elements of the road infrastructure
need to be designed, upgraded and adapted to prepare for the stepwise introduction
of automated vehicles without jeopardizing safety, quality of service and efficiency.
This includes the design of novel visual signs and electronic signals that inform about
the road operator’s control commands and are readable and understandable by both
automated and conventional vehicles. Further objectives of the project are to develop
hybrid-testing systems by merging infrastructure elements and vehicles on real roads
with a virtual traffic environment as well as to create a Road Infrastructure
Classification Scheme that assess the level of ‘automation-appropriateness’ (Inframix,
2020).

City planners, road operators and local authorities should use the findings of such
projects to make informed decisions on where to roll out new mobility models and
how to update their road network accordingly. Collaboration with multiple private-
sector leaders and national agencies is key to fostering innovation and progress: “the
success of AMoD [autonomous mobility on demand] will depend to a large extent on

establishing close partnerships among mobility providers, infrastructure companies,
and city authorities” (BCG, 2020).
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Industry recommendations:
» When developing their products, automotive companies should consider
integrating and providing benefits of increased public health and mobility, better

traffic flow and decreased carbon emission.
» Manufacturers should offer by default an eco-driving mode with a speed average
that avoids unnecessary acceleration or braking and thus reduces carbon

emissions.
» When developing AVs, car manufacturers should try to integrate other disruptive
technologies such as electrification and shared mobility.

Policy recommendations:
» Policymakers should follow a stepwise implementation process and concentrate
on mixed traffic scenarios. Policymakers should promote the integration of AVs
in existing transport systems instead of competition between them, for example,

by prioritizing research and development of AV solutions for public and shared
mobility.
+ A simultaneous adaption of physical and digital infrastructure is essential (e.g.,

lanes that separate AVs from other traffic).
» In doing so, collaboration with multiple actors such as private-sector leaders and
national agencies is key to fostering innovation and progress (e.g., make use of

projects investigating differing mobility models).

—— 7. Accountability - including auditability, measures of transparency,
reporting of negative impact, and redress

The attribution of liability and responsibilities for AVs is a challenging issue. “The
first step towards the creation of a culture of responsibility is the study, deliberation
and agreement on the different responsibilities of different stakeholders”
(European Commission, 2020a, p. 56). In case of accidents, the AV itself cannot be
held morally accountable since it is not considered a moral agent (Gogoll & Miiller,
2017). Responsible parties will instead be manufacturers, component suppliers,
technology companies, infrastructure providers or car holders / drivers. Therefore,
policymakers should clarify the concept of a producer as well as review regulations
on product liability (e.g., European Commission, 2018). This will, of course, vary
depending on the motor vehicle laws in place in different countries. When adapting
existing regulations to AVs, regulators may have to choose between different liability
regimes for different situations and levels of automation. For example, strict liability
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concepts may mean that for AVs, the manufacturer can be held liable if the automated
mode is switched on, whereas, if not, the driver is considered liable. On the other hand,
one could argue that liability should move gradually from one actor to the next (e.g,
from the car manufacturer to the driver) depending on the driver’s level of autonomy
and solo action. For guidance, regulators could look to Law Labs (Joaquin Acosta,
2018b). Law Labs are a proposed concept to experiment with different regulatory
approaches for a given innovation (e.g, AVs), similar to how regulatory sandboxes
experiment with innovations in controlled environments (operating under temporary
regulatory exemptions). For example, traffic rules could be revised and it could be
investigated under which circumstances AVs are allowed to not to comply with a traffic
rule (European Commission, 2020a).

In order to provide clarity about the causes of accidents, companies in the
automotive sector may want to consider the following issues:

Regularly conduct internal and external audits. In terms of internal audits,
manufacturers should execute continuous optimization and tests. This is in line with the
guidelines of the Ethics Commission on Automated and Connected Driving, which
state that “[l]iability for damage caused by activated automated driving systems is
governed by the same principles as in other product liability [...:] manufacturers or
operators are obliged to continuously optimize their systems and also to observe
systems they have already delivered” (Liitge, 2017, p. 553). In doing so, companies
should conduct a risk assessment by listing factors that may increase risk and uncertainty
regarding a vehicle’s operation and by proactively implementing appropriate
countermeasures. Risks may stem from the vehicle’s technology (e.g., technical failure
to transmit sensor data), the actions of other traffic participants (e.g., disobeying traffic
law such as jaywalking), external circumstances (e.g., the state of the road, weather
conditions) or the vehicle’s driving behavior (e.g., speed).

Uber Crash with jaywalker: In 2018, a self-driving vehicle owned by Uber
Technologies Inc. struck and killed a pedestrian who was walking her bicycle across
a road at night in Arizona. The underlying reasons for the accident included software
flaws, such as the inability to recognize jaywalkers, which contributed to the failure
to calculate that the vehicle could potentially collide with the pedestrian until only
1.2 seconds before impact, at which point it was too late to brake (National
Transportation Safety Board, 2019). These types of crashes highlight the importance
of prior risk assessment (such as the potential of other participants to disobey traffic
rules) and subsequent redress mechanisms.
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In addition to adhering to internal standards and audit requirements, external test
centers could perform conformity assessments and grant certifications since “independent
assessment will increase trust and ensure objectivity” (European Commission, 2020b,
p. 25). Common audit areas for a certification system are — similar to the Al4People
requirements — autonomy and control, fairness, transparency, reliability, security and
data protection. Expected benefits of an Al certification would be trust in the application,
orientation for customers and developers, fulfillment of norms such as cybersecurity
and data security and comparable market equality (IAIS, 2019).

Implement explicit measures of transparency. These transparency measures
should pertain to the development as well as the operation of AVs. Before operation,
during the development phase, companies should retain records and data including
data sets used for training (e.g., selection process) and document the programming and
training methodologies. This is particularly important if authorities seek to review the
underlying logic of a system and inspect relevant documentation (European Commission,
2020b). Also, during operations, relevant information should be recorded through
logging mechanisms and black boxes integrated into AVs (Liitge, 2017). Regarding
the black box, companies could consider an event data recorder and data storage system
for AVs that record data of “the system status, occurrence of malfunctions, degradations
or failures in a way that can be used to establish the cause of any crash and to identify
the status of the automated/autonomous driving system and the status of the driver”
(UNECE, 2019, pp. 3-4). These measures will ensure that the functioning and actions
of AVs are explainable in retrospect. Overall, “[i|nternational standardization of the
[...] documentation (logging) is to be sought in order to ensure the compatibility of
the logging or documentation obligations as automotive and digital technologies
increasingly cross national borders” (Liitge, 2017, p. 555). For example, the upcoming
regulation on automated lane keeping systems will determine what events are recorded
by data storage systems for AVs (e.g, emergency maneuvers, failures) (UNECE,
2020b). IEEE P7001 provides such a standard for the transparency and accountability
of autonomous systems so that the reasons why a technology makes certain decisions
can be determined (IEEE, 2019). Similarly, SAE J3197 aims to govern data element
definition, to provide a minimum data element set and common data output formats
for an automated driving system data logger (SAE International, 2020).

Finally, external communication and reporting of performance and negative
impact should be regularly required for companies in the automotive sector.
Manufacturers and regulators should anticipate that individuals will want explanations
when an AV’s system did not perform as expected and intended. This is similarly stated
in the ethical guidelines for trustworthy Al: “Whenever an Al system has a significant
impact on people’s lives, it should be possible to demand a suitable explanation of the
Al'system’s decision-making process” (High-level Expert Group on Artificial Intelligence,
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2019, p. 18). In California, for example, Transportation Network Companies (TNCs)
such as Lyft have to provide the California Public Utilities Commission with reports
regarding zero tolerance complaints, violations and collisions of their vehicles on an
annual basis (California Public Utilities Commission, 2020). Further information to
disclose may be the tradeoffs made within algorithms, the number of past accidents put
into context (e.g., relative number of accidents during test drives compared to total
number of test drives) as well as safety measures initiated to counteract these accidents.
Thereby data, algorithmic and Al literacy is improved (European Commission, 2020a).

Industry recommendations:

» Manufacturers should continuously conduct internal audits (e.g, assessing
potential risks to the safe operation of AVs) and subsequently optimize their
systems.

» Manufacturers should be transparent about the scope and process of their
internal audits and risk assessments (e.g., space of conditions that are checked
for).

 The internal audits should be complemented with regular external audits by
independent test centers.

» Manufacturers should develop specific measures of transparency. This includes

storing records and data of the underlying system logic (e.g., used training data

sets) as well as logging mechanisms and black boxes (e.g., an event data recorder
and data storage system) that document the actions of / in AVs during operation.
The upcoming UN Regulation on Automated Lane Keeping Systems can serve as
a baseline for vehicle manufacturers to develop appropriate data storage systems
for AVs. SAE J3197 and the IEEE P7001 standard can serve as a baseline to
address requirements for transparency and accountability of autonomous

systems.
» Companies should transparently communicate and report performance and
negative impacts of AVs (e.g., number of collisions, tradeoffs within algorithms).

Policy recommendations:
« Regulators should adapt laws and regulations concerning AVs and liability as the
technology continues to develop. Regulators should clarify where responsibility

lies in certain situations and ensure that privacy and cybersecurity damages are

taken into account.
« Policymakers should consider establishing test centers that regularly request that

companies perform conformity assessments and provide certifications.
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CONCLUSION

This paper provides practical recommendations for the automotive sector to deal with
ethical issues regarding: human agency and oversight, technical robustness and safety,
privacy and data governance, transparency, diversity, non-discrimination and fairness,
societal and environmental wellbeing as well as accountability. By doing so, this paper
distinguishes between policy and industry recommendations in suggesting first steps to
be taken by both policymakers and companies. The following list summarizes all
recommendations. In the future, we encourage stakeholders in the automotive sector to
rely on these recommendations to determine relevant actions and to ensure that AVs
comply with ethical principles.

AIYPEOPLE PRACTICAL
RECOMMENDATIONS
FOR THE AUTOMOTIUE SECTOR

Underlying Fundamental Rights

Policy recommendations:
» Relevant fundamental rights to be considered in the field of autonomous driving
are: human dignity, right to self-determination and liberty, right to life and

security, right to protection of personal data, right to equality and non-

discrimination as well as the right to explanation.
» It must be realized that there will be no technologies or policies that maximize

all fundamental rights for everybody simultaneously. There will always be trade-
offs. Therefore, policymakers and legislators should decide which fundamental
rights are to be prioritized in particular situations.

« In doing so, policymakers and legislators should cooperate with multiple

stakeholders to obtain necessary information for executing an evaluation and

subsequent agreement on compromises and prioritization.
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1. Human agency and oversight

Industry recommendations:

+ There should be a conditional override option allowing the control to be handed
back to the driver. The admissibility of an override function depends on the level
of automation of the AV (up to level 3: at any time; level 4: corresponding to
safety mechanisms of an AV; level 5: not required) as well as on the state and
behavior of the driver (e.g, impaired ability).

+ AVs should continuously assess and monitor the driver’s attentiveness and ability
to intervene. Before operation, the AV could pose control questions to the driver
(e.g, did you ingest any drugs or alcohol?); during operation, the AV could use
sensors and biometric technology to do so. The upcoming UN Regulation on
Automated Lane Keeping Systems can serve as a baseline for car manufacturers
to develop appropriate driver attentiveness recognition systems.

« Handover should correspond to the driver’s capabilities. Therefore, AVs could
learn about drivers’ capabilities and response times during operation from
aggregated data and adjust the vehicle’s parameters accordingly (respecting a
safe minimum time response).

» Companies should provide documentation that justifies their particular handover
window.

 Training programs should be tailored to different demographic groups and
exhibit minimum elements that should be regarded in a training curriculum
(e.g., limitations and capabilities of AVs) based on findings of recent studies.

+ AVs should offer a ‘training mode), for the first kilometers to train drivers on the
AV’s functioning.

+ External human-machine interfaces should clearly communicate about the

vehicle’s motion intention and awareness of other traffic participants to humans
outside the vehicle.

Policy recommendations:
» Policymakers should finalize what constitutes acceptable and legitimate override
functions and define applicable situations for activation.

» Policymakers should determine standards for drivers’ monitoring, training
requirements, handover routines and external human-machine interfaces. These
standards should be as global as possible.

» Policymakers in each jurisdiction should consider designating an organization in
each jurisdiction that is allowed to look at the code and data within the AV in
the event of a fatal accident involving an AV or a corresponding legal proceeding.
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2. Technical robustness and safety

Industry recommendations:
 The prime requirement of AVs should be safety.
« In addition to threats that relate to conventional vehicles, manufacturers of AVs

should particularly focus on cybersecurity threats. In doing so, companies need

to comply with regulations for cybersecurity management systems. SAE J3061

could serve as a guideline to design cybersecurity into AVs throughout the entire
development life cycle process.
+ In terms of general functionality and safety, vehicles need to pass an official test

that assures the system’s accuracy, reliability and adequacy of its fallback options.
The SAE Driving Safety Performance Assessment Metrics and the IEEE P7009
standard could serve as a baseline to design fail-safe mechanisms of autonomous
and semi-autonomous systems.

Policy recommendations:
+ Regulations need to be developed that reflect consensus on the method by which
to grant approval to a vehicle’s cybersecurity management system.

+ Policymakers need to work with industry experts to develop a standardized test

for the general functionality and safety of AVs to assure the system’s accuracy,

reliability and adequacy of its fallback options. This test could serve as a basis
for the approval of AVs for sale to consumers.

 Policymakers need to collaborate with industry experts to determine and
harmonize the definition of a ‘safe condition’ / ‘minimal risk condition’ the

corresponding ‘minimum risk maneuvers’, and the circumstances in which such
maneuvers should be executed. In doing so, SAE J3016 could serve as a baseline.

3. Privacy and data governance

Industry recommendations:
+ Manufacturers should follow a strict privacy and data governance policy that

includes transparency and communication to users, requesting affirmative
consent and allowing limited sharing of data with third parties (including
governments). In doing so, companies should comply with applicable standards
and regulations such as the GDPR, the ePrivacy directive or the IEEE P7002.

+ Before transmitting personal information from an AV to third parties, steps must
be taken to ensure that it cannot be traced back to an individual.

+ « Manufacturers should implement data protocols defining who can have access
to data under which conditions.

v
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Policy recommendations:
 Before receiving AV data, policymakers need to make clear what types of AV
data they are seeking and how that data will enable them to improve public
safety or some other legitimate public purpose (e.g, improve infrastructure,

traffic flow and law compliance).
» At the EU level, building on Article 3(c) of Directive 2010/40/EU, consideration
should be given to expanding the list of events and relevant traffic information

that should be communicated free of charge.

5. Diversity, non-discrimination and fairness

Industry recommendations:
« Companies should test their vehicle’s Al systems for unfair performance
differences across skin tone, gender, age and other characteristics. The IEEE

P7003 standard can serve as a baseline to address and eliminate issues of bias in
the creation of algorithms.
* When a technology is launched into the market, companies should localize it

using data and train the model using multiple diverse data sets that are location

specific.

» The Al developing team should be as inclusive as possible to include the broadest

group possible in terms of demographics such as ethnicity.
+ A responsible balancing of risks and potential harm to reduce the number of
personal injuries should be permitted for AVs without discriminating against

personal characteristics. Instead, factors underlying the balancing could include
the type or speed of particular traffic participants and the impact angle under
which a collision would occur.

» The personalization of AVs should be accessible by design and as inclusive as
possible (e.g., disabilities included). Before an AV is released onto the streets,
companies should demonstrate their plans and actions that ensure customizing-

options to their vehicles (e.g., possibility to take away seats or include a ramp for
entering the vehicle with a wheelchair).

Policy recommendations:
+ Consideration should be given to having ethics standards boards test and assess
that the systems for AVs are working properly, fairly and in an unbiased manner.
+ Consideration should be given to requiring carmakers to explain the procedures
they have put in place to make their designs accessible and avoid biases before
granting them authorization to sell their vehicles to the public.
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6. Societal and environmental wellbeing

Industry recommendations:
+ When developing their products, automotive companies should consider
integrating and providing benefits of increased public health and mobility, better

traffic flow and decreased carbon emission.

+ Manufacturers should offer by default an eco-driving mode with a speed average

that avoids unnecessary acceleration or braking and thus reduces carbon
emissions.

+ When developing AVs, car manufacturers should try to integrate other disruptive
technologies such as electrification and shared mobility.

Policy recommendations:
+ Policymakers should follow a stepwise implementation process and concentrate

on mixed traffic scenarios. Policymakers should promote the integration of AVs

in existing transport systems instead of competition between them, for example,

by prioritizing research and development of AV solutions for public and shared
mobility.

+ A simultaneous adaption of physical and digital infrastructure is essential (e.g.,
lanes that separate AVs from other traffic).

+ In doing so, collaboration with multiple actors such as private-sector leaders and

national agencies is key to fostering innovation and progress (e.g., make use of
projects investigating differing mobility models).

7. Accountability

Industry recommendations:
* Manufacturers should continuously conduct internal audits (e.g, assessing

potential risks to the safe operation of AVs) and subsequently optimize their

systems.
» Manufacturers should be transparent about the scope and process of their

internal audits and risk assessments (e.g., space of conditions that are checked
for).

+ The internal audits should be complemented with regular external audits by
independent test centers.

« Manufacturers should develop specific measures of transparency. This includes

storing records and data of the underlying system logic (e.g., used training data

sets) as well as logging mechanisms and black boxes (e.g, an event data recorder

and data storage system) that document the actions of / in AVs during operation.
The upcoming UN Regulation on Automated Lane Keeping Systems can serve as

v

A



37

a baseline for vehicle manufacturers to develop appropriate data storage systems
for AVs. SAE J3197 and the IEEE P7001 standard can serve as a baseline to
address requirements for transparency and accountability of autonomous
systems.

« Companies should transparently communicate and report performance and
negative impacts of AVs (e.g., number of collisions, tradeoffs within algorithms).

Policy recommendations:
+ Regulators should adapt laws and regulations concerning AVs and liability as the
technology continues to develop. Regulators should clarify where responsibility

lies in certain situations and ensure that privacy and cybersecurity damages are
taken into account.

« Policymakers should consider establishing test centers that regularly request that

companies perform conformity assessments and provide certifications.
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1. Executive Summary

Al technology has had an enormous impact on the Banking & Finance sector
(B&F from hereon in). Moreover, this trend is only likely to continue. Already most
credit check, KYC and AML decisions are now made by algorithms. Credit scores and
therefore credit worthiness tests are also hugely faster and more accurate when carried
out by algorithms trained on large data sets based on past decisions and outcomes
(Khandani et al, 2010). Similarly, investing and trading continue to be disrupted by
Al - in some markets more trade happens as results of orders put in by algorithms than
by humans. The so-called "FinTech Revolution" which has disrupted and forced a
rethink of existing paradigms within B&F, is strongly assisted by Al technologies (Noya,
2019); for example, many firms use Al to combat fraud (Stripe, 2020; Amazon Web
Services, 2020; Chatfield, 2017; Thanendran, 2018). However, the mass adoption of
Al over the past ten years has also brought up important concerns. When using these
technologies, institutions now have to ask themselves fundamental questions — are the
algorithms we are using fair and transparent? Are our customers adequately protected
from risk? Is our users’ data safe? Are these approaches sustainable? And crucially, is
using Al worth it?

This committee believes that Al has the potential to effect a great amount of
positive change within this important sector. More specifically, we believe Al can help
address three of the most important challenges faced by finance nowadays: financial
inclusion, financial literacy and financial wellbeing. Additionally, if Al is used responsibly,
it can lead to higher revenue growth, cost efficiencies and a better customer experience.
Conversely, poor use of Al may lead individuals to be less engaged with their finances,
may propagate further discrimination and may foster exclusion. At the level of a firm,
Al may be hugely cost inefficient or it may negatively impact their operational resilience
if it is not deployed correctly, safely and efficiently.

We note that finance is already the most regulated area of industry. In many
sectors of financial services, regulatory objectives are now set by global standard-setters
(e.g. the Basel Committee), leaving precise implementation to supervisors in individual
jurisdictions. This means that much regulation (whether prudential regulation or
market conduct regulation) is already highly developed and potentially all-embracing.
Thus, we believe that the development of wholly new regulation pertaining to the use
of Al within financial services will be unlikely. Indeed, there is likely to be existing
regulation, which in principle is technologically neutral. Instead, we believe the crucial
question is how existing regulation (or the skills of regulators and supervisors) should
be adapted to cater for the enhanced role of Al in previously existing modes of delivery
of financial services. This ought to mean that further whole layers of regulation need

not be added.
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This could well prove fortunate, because adding too many layers of regulation
would have anti-competitive effects, further increasing the barriers to entry for start-
ups and resulting in unfair advantages accruing to big banks and tech giants who are
now entering this space. Like many innovative areas in technology, Al will need to be
fair, safe and user-friendly if it is to gain mass adoption. Part of this step will involve
harmonised standards that, at a minimum, offer guidance and consumer protection
and, ideally, provide a regulatory framework. When considering the structure of this
framework, regulators may want to consider leveraging and adapting existing regulatory
solutions, to help these new technologies to be used fairly and safely. However, new
categories of risk may also emerge, in which case targeted regulatory remedies should
be available in order to protect consumers, encourage healthy competition, and ensure
market stability. Regulators often favour a principled, outcome-based approach for
regulating fast paced and quickly innovating areas - with this, developed frameworks
are adaptable and can evolve over time. Alternatively, given the huge range of variables
and use cases for Al, it may equally be sensible to adapt a risk-based approach and
consider the issues that arise on a case by case basis.

For this reason, in this document we consider the impact of Al technologies on
the B&F sector in light of the seven key requirements for Trustworthy Al laid down in
the Ethics Guidelines (High-Level Expert Group on Artificial Intelligence, 2019), the
six key features provided by the European Commission White Paper on Al (European
Commission, 2020), as well as the European Parliament Framework of ethical aspects
of artificial intelligence, robotics and related technologies (European Parliament, 2020).
Given existing regulation (for example, in Europe, the Markets in Financial Instruments
Directive and Regulation, the General Data Protection Regulation, or the Capital
Requirements Directive) we believe that the following five requirements should be
addressed as priorities within the B&F sector:

1) Fairness and non-discrimination
2) Technical robustness and safety
3) Transparency and explainability
4) Accountability

5) Human oversight

These five principles are our main points of focus. The remaining principles may
be important for other industries, or for Al in general, but we concentrate on the five
above, as we believe they are the most applicable to our setting.

We begin by providing a general overview of Al and its role in the B&F sector.
Then for each of the five principles we provide use cases, review the research and
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literature produced by academia, banks and regulators, before supplying our
recommendations. Finally, we summarise the recommendations both for firms and
regulators.

A key issue throughout this document is that principles such as fairness, accountability
etc do not have a universally agreed interpretation in the context of B&F. In other
words, they are contestable. This document highlights some ideas and suggestions as to
how to address this problem. A very useful comparison can be drawn between existing
industrial ethics frameworks, and new Al ethical frameworks for that same industry. In
particular, in the context of the ethics of Al in medicine, (Mittelstadt, 2019) argues
that whilst emerging frameworks are seemingly aligned with traditional principles,
language is being used that “hide[s] deep political and normative disagreement”.

2. Overview of ai and its role in banking and finance

Artificial Intelligence is a broad term which captures a range of technologies. As
such, it is somewhat difficult to pin an exact definition on it. In (Hofstadter, 1979), the
author quips that “Al is whatever hasn't been done yet” For our purposes, we can
understand Al to mean those technologies which emulate those human capabilities we
value, but which we traditionally understand to be beyond the reach of computing devices.
This includes activities such as understanding the “meaning” of pictures, videos and
audio, rather than just treating them as digital signals, as well as problem solving and
reasoning about unseen situations. Often, we like to think of Al as the study of intelligent
agents — software we can delegate tasks to in order to achieve our goals.

Al has co-evolved with the inception of computing in the 1940s, and has been an
active area of interest throughout the 20th and 21st centuries. Since 2011, however,
there has been an explosion of both practical results, as well as popular interest, in the
subject. This is largely due to one strand of Al becoming increasingly prevalent — Machine
Learning (ML). Whilst the techniques of ML have existed since the 1980s, they only
really came into their own when researchers showed how to efficiently implement them
on Graphics Processing Units — relatively inexpensive, commodity hardware. Since then,
Al has touched almost every industry and now affects us all on a day-to-day basis - B&F
is no exception. B&F is a vast, complicated industry. In the UK, for example, the financial
services industry is responsible for almost 7% of economic output (Rhodes, 2019).

Banking and finance differ from other industries covered by the other Al4People
panels, in that the different parts of the sector, for example trading, are themselves trillion-
dollar industries (Pound, 2019). The sector is already highly regulated, especially after
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the 2007-2008 financial crisis. This increased regulation carries significant costs for the
industry, with B&F firms spending considerable amount of their resources on compliance.

Al is already being used in many areas across B&F, including algorithmic trading,
robo-advisors, fraud detection and automated loan decisions, and has the potential to
effect further transformation in banking and finance. The B&F sector has unique
characteristics which may make the use of Al difficult to regulate: in particular, the
sector’s need to focus on risk management should always be held in mind when reviewing
new technologies. Furthermore, the industry is often held to higher societal standards
than other industries, especially since the 2007-2008 financial crisis. It is important
regulators get the balance right between regulation and innovation, whilst reassuring the
public that the institutions taking care of their money are safe.

It is illustrative to study the growth of FinTech, having disrupted traditional financial
services, and largely assisted by Al technology. Figure 1 below (Vulkan, 2019a) represents
the functional framework for understanding finance and illustrates the relationship
between the services provided by financial institutions and the systems and structures
that form the foundation for these services.

In the UK a survey by the Bank of England and FCA on machine learning in financial
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Figure 1: A functional view of the B&F sector
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services found that two thirds of respondents already used machine learning in some
form (Bank of England, and Financial Conduct Authority, 2019). Officials on Wall Street
plan to use artificial intelligence systems and machine learning to monitor the stock
markets and predict patterns of fraud (Reuters, 2016). The potential of Al should not be
underestimated — according to some research the use of Al across the economy could
boost the UK’s labour productivity by 25% by 2035 and add £650bn to UK gross value
added (GVA) (International Regulatory Strategy Group, and Accenture, 2019).

Figure 2 below (Pinsent Masons, and Innovate Finance, 2019) illustrates some
areas where Al is already being used in the sector. Taking fraud detection as an example,
it is clear that Al can be much more efficient than humans. ML technologies can be used
to analyse large volumes of data and detect irregular patterns much faster than a person
could. As such, Al makes it substantially easier for officials to examine large amounts of
potentially suspicious data and patterns (OECD, 2017).

Figure 2: Common uses of Al in the financial services sector



48

In (International Regulatory Strategy Group, and Accenture, 2019), the authors list
the key benefits of Al for industry participants and consumers as: higher revenue growth,
increased cost savings, improved customer experience and better risk mitigation. However,
Al is not without its risks. In the next section, we will explore the potential dangers of Al,
discuss their mitigations and provide recommendations for both industry and policymakers
on how Al can be Trustworthy within the B&F industry.

Before proceeding, we note that the B&F sector is not isolated from other sectors
of industry — there are deep connections between B&F and the remaining six sectors
outlined by Al4People. Thus, when talking about risks, mitigations and recommendations
for B&F, it is important to be cognisant of how these elements link with corresponding
ideas in other sectors. In particular, given the porous barriers within the collective
ecosystem of sectors, when we make recommendations, we should consider their impact
not just on B&F, but on industry as a whole.

3. Analysis and Recommendations

3.1. Fairness and non-discrimination

Fairness within artificial intelligence is an active area of research, and there are
many proposals both for detecting/defining fairness (Sahil et al,, 2018) and for mitigating
discrimination bias (Mehrabi et al., 2019) in machine learning models.

Defining “fairness” in itself is difficult, since there is not a unique intuitive notion
of what fairness in decision making should be. In the context of B&F, what is fair is still
very much uncertain. Proposals have been put forward to measure “average” discrimination
between groups of people (e.g. the different percentage of loans granted to women and
to men), and also to provide individual notions of fairness (two similar individuals
should be given the same decision). Both of the above notions of fairness (i.e. group
fairness and individual fairness) can be further broken down into a plethora of different
concepts, which are, in general, not mutually compatible (Kleinberg, 2016). Additionally,
different mitigation techniques have been developed in order to build models that meet
specific fairness requirements.

Thus, a lot of work has already been done in the last few years to understand
discrimination in machine learning, measure it and mitigate its effects. However, caution
must be taken in order to understand what notion of fairness is most suitable for the use
case in question. This problem goes beyond the technical implementation of tools and
procedures, and as such, calls for joint contributions from Al specialists, legal experts,
firms, governments and even philosophers.



49

Fairness and non-discrimination are universally considered to be key requirements
for Al systems. The aim of the non-discrimination principle is to allow all individuals an
equal and fair prospect to access opportunities available in a society. Individuals who are
in similar situations should receive similar treatment and should not be treated less
favourably due to their protected characteristics. Indirect discrimination is present when
certain characteristic or factor occurs more frequently in the population groups against
whom it is unlawful to discriminate. Since algorithmic decision-making systems may be
based on correlations, there is a risk to perpetuate or exacerbate indirect discrimination
through stereotyping, when differential treatment cannot be justified (Council of Europe,
Committee of experts on Internet MSI-NET, 2017). Financial data is prone to bias and
imbalance (Zhang and Longsheng, 2019) and putting fairness principles into practice in
industrial processes is an open issue. In (Saxena, 2019), the authors conducted online
experiments to examine people's perceptions around fairness definitions and found that
one specific definition, calibrated fairness, tended to be preferred over two other
possibilities. However, these experiments were conducted solely around one problem
(loan decisions) and cannot be taken as the final word on the matter. Additionally,
(Green and Chen, 2019) explored the algorithm-in-the-loop paradigm, and demonstrated
in an experiment how human predictions, aided by a risk assessment algorithm, exhibited
a great deal of bias.

Bias

Shortly after Apple released its own credit card in 2019, a number of
people reported that women were receiving lower credit limits than men
with similar financial backgrounds (Knight, 2019). Goldman Sachs, the
issuing bank, claimed that a third party had audited the credit algorithm
for bias and stated that it did not depend on protected attributes such as
race, age or sex, but only on their “creditworthiness”. However, it is clear
that a person’s sex can be inferred from their past transactions, and as
such, their algorithm may have indeed (accidentally) learned to discriminate
against women.

Even if a team of developers have the best intentions, bias can easily slip
into a model. This can happen in a multitude of ways - from how the data
was collected and aggregated, to an oversight of a developer, to the algorithm
used in the training of the model itself.

How can we eliminate such bias from our models, when we may not even
be aware that we are introducing it in the first place? One appealing
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approach is that of Counterfactual Fairness (Kusner et al,, 2017). Suppose
your algorithm has made a prediction, and you want to determine if that
prediction is “fair” with regard to some protected attribute. Counterfactual
Fairness asks you to imagine a parallel world, where that attribute has
been changed and to see whether your algorithm makes a different
prediction. Far from being an abstract thought experiment, (Kusner et al,,
2017) actually introduced a debiasing algorithm to formally implement
this notion, and it offers promising results in terms of largely retaining
accuracy of the original algorithm, whilst minimising unfairness.

However, Counterfactual Fairness is only but one method for removing
bias from the decision making process - for a survey on bias and techniques
for its removal, (Mehrabi et al.,, 2019) is a good reference.

Despite its appeal, Counterfactual Fairness comes not without flaws.
Among others, the fact that it requires very strong assumptions about the
causal relationships among variables at play, some of which are not even
falsifiable. For this reason, the idea itself of “counterfactuals” is still highly
debated by the scientific community.

Trying to eliminate bias in algorithms is currently an art, rather than a science. To this
end, there are a number of routes one can take. Whilst fairness is not a universally agreed
upon concept, there are a number of metrics which have been developed in order to judge
whether an algorithm is acting “fairly” or not. When data scientists are developing
algorithms and training models, they should calculate these metrics, to provide some
insight as to whether they are being unfairly discriminatory in any way.

Recommendations:

» Instead of trying to entirely eliminate bias, one should learn to manage it instead.
This includes being able to identify the potential for bias in models and datasets,
as well as understanding the types of algorithms that can mitigate its effect.

» Document and publish an ethical code of conduct policy to promote non-
discrimination principles (CSSF, 2018);

» Include bias assessment and mitigation into the Al project pipeline. This can be
done, e.g,, by means of additional steps such as in (Castelnovo et al, 2020): a
careful exploration and understanding of the problem at hand and of the available
data in order to identify the possible unfair impact on the user; monitor different
metrics of fairness along the train, validation and test phases; implement, when
necessary, available strategies in order to mitigate the bias; evaluate results along
multiple dimensions and compare the implemented strategies; re-think some of
the steps or iterate the process, when necessary;
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» Constantly monitor the performance of the model not only overall but also at
the level of potentially discriminated groups;

» Since trade-offs between fairness and fidelity (or accuracy) still persist, which
ML model should be used for the problem in question significantly depends on
the context and its business domain.

—— 3.2. Technical Robustness and Safety

As alluded to in the previous section, minimising loss and maximising accuracy is
not the be-all and end-all of ML. There is a classic (probably apocryphal) example
(Branwen, 2011) that illustrates this point nicely - allegedly an American government
agency wanted to train a neural network to differentiate friendly tanks from enemy tanks.
They followed the basic recipe for machine learning, taking care to separate their data
into train and test sets, before running the training algorithm on the dataset. The model
was a huge success — it could successfully differentiate between friendly and enemy tanks
with close to 100% accuracy. However, when they decided to further test the model with
new photos, it was useless — seemingly performing no better than random chance. It then
emerged that the pictures of friendly tanks had been taken on a sunny day, whilst the
pictures of enemy tanks had been taken on a cloudy day. The model had simply learned
how to tell how bright a photo was.

Whilst the above story may only contain a grain of truth, it does encapsulate some
important points. Primarily, ML isn’t just an optimisation game — it is a game of balance.
There is a vast difference between a model which performs well in development, and a
model which performs well in production. There are two key ways in which we can try
and ensure that an ML deployment is a successful one. First, a model should be statistically
sound. That means evaluating it with respect to a range of metrics, rather than just
picking and choosing the ones that make it look like it is performing well. In particular,
the number of true/false positives/negatives of a model should be closely analysed.
Additionally, before even training a model, the underlying data must be hand-analysed
and understood, to ensure the engineers appreciate any “quirks” in the data. Note that
this may require the use of domain-specific experts. Second, there are many regularisation
techniques which can be used to improve model robustness. There are far too many
individual techniques to list here, but resources such as (Goodfellow et al., 2016) offer a
good coverage of the most important techniques.

Building on this point, as Al is software, we stress that the techniques and frameworks
from traditional software testing should firmly remain one of the core steps in any Al
deployment. This includes all the usual exercises of unit testing, integration testing and
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acceptance testing — these activities provide assurance that the system not only works, but
functions as a cohesive whole. However, in the context of ML, we can provide further
assurance through the subfield of neural network verification. Whilst this field is relatively
new, a number of different approaches have been suggested, many of which seem
promising. Again, we believe it is up to regulators to track the progress within this field
and determine whether any of these methods are appropriate and/or necessary for the
subsector in question.

Finally, it is worth touching on two more topics - model data “leakage” and
adversarial attack vectors.

It has been shown (Fredrikson et al,, 2015; Song et al., 2017; Carlini et al., 2019)
that ML models are capable of “leaking” their training data. That is, given a pretrained
model, they show how examples of the training data can be reverse-engineered from it in
certain circumstances. This has the damaging potential to leak private and confidential
client information. As such, engineers should be aware of how to minimise this possibility.
One emerging, promising field is that of differential privacy (Ji et al, 2014). This tries
to ensure that the information from the model in question does not change significantly
if one training example is added or removed. This has the knock-on effect of it being
more difficult to extract the data of individuals from the model. As ML becomes more
prevalent and firms contract third-parties to train models for them, ideas like this will
become increasingly important. As such, it is crucial that both engineers and regulators
track the development of ideas in this subfield closely, in an attempt to mitigate data
leakage.

Adversarial data (Szegedy et al,, 2014; Goodfellow et al,, 2015) consists of examples
which look “normal” to humans, but which neural networks consistently classify
incorrectly. For instance, (Goodfellow et al, 2015) create a picture of a panda, which is
consistently classified as a gibbon. Raising the stakes, (Sitawarin et al,, 2018) show how
road signs can be subtly modified to trick autonomous vehicles into following the wrong
traffic rules, whilst (Sharif et al, 2016) show how to modify common eye-glasses to
impersonate another individual from the viewpoint of a facial recognition algorithm.
Perhaps even more surprisingly, (Hendrycks et al, 2019) provide natural (i.e. non-
engineered) images which are repeatedly classified incorrectly. Thankfully, work has
been done which aims to mitigate the effect of such attacks (Madry et al., 2017) and we
believe engineers should be aware of and know how to implement such measures.

Recommendations:
Engineers should be encouraged to take on training in statistical analysis of models and
the datasets — in particular statistical verification and the risks of overfitting;
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» Traditional software testing should remain a critical part of any Al deployment
and new ideas from neural network verification should also be integrated into
the process;

« Engineers should be aware of model data “leakage”, as well as adversarial attack
vectors and receive training in the latest news in this area and learn how to
mitigate such risks (as much as possible).

—— 3.3. Transparency and explainability

Another crucial line of thought from (High-Level Expert Group on Artificial Intelligence,
2019) is the following - “Users should be able to make informed autonomous decisions regarding
Al systems. They should be given the knowledge and tools to comprehend and interact with Al
systems to a satisfactory degree and, where possible, be enabled to reasonably self-assess or
challenge the system”. Herein lies two important points — letting users understand the
extent of their interaction with Al systems and providing engineers and regulators with
the training to build, r